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e REGARDLESS OF THE POPULATION DISTRIBUTION, AS THE
SAMPLE SIZE INCREASES,

* SAMPLE MEAN TENDS TO NORMALLY DISTRIBUTE
IN SIMPLE AROUND THE POPULATION MEAN, AND

WORDS". * SAMPLE STANDARD DEVIATION SHRINKS

e UNDERSTANDING THIS EMPIRICALLY (BY SIMULATING
RANDOM SAMPLES)



POPULATION VS SAMPLE

A POPULAR ARTICLE CLAIMS:

OUT OF THE POPULATION OF 10 MILLION PEOPLE WHO CAN VOTE,
70% SUPPORT PARTY A AND 30% SUPPORT PARTY B

GIVEN YOU HAVE ACCESS TO THIS POPULATION (BUT LIMITED
RESOURCES), HOW WOULD YOU VERIFY THE ABOVE CLAIM?

RANDOM SAMPLING
ESTIMATE THE SUPPORT FOR PARTY A =2 LAW OF LARGE NUMBERS
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Sample Mean Distribution (n=30)
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Sample Mean Distribution (n=50)
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Simulation results for various
sample sizes ‘n’ is shown




Variability in Sampling Distribution Decreased as Sample Size Increased

Estimate from a Larger Sample size 2> More Accurate (Low sampling
error)

Mean of Sample Distribution Peaked close to the Population mean, for
sufficiently large Sample sizes

Thoughtful Data collection 2 Randomizing samples (Minimizes Bias)

In real world, Sampling Distributions are almost Never observed



THE CENTRAL LIMIT-THEOREM

LET (X1, X3, ..., X,,) BE A SAMPLE OF SIZE 'n’ FROM A DISTRIBUTION WITH A MEAN ()

- X1+Xo+ .+ X
AND A VARIANCE (62). IF 'n’ I , THEN X = —=2 = IS APPROXIMATELY A

o2
,—

N (o5

) NORMAL DISTRIBUTION

SAMPLES MUST BE INDEPENDENT; X/ s ARE INDEPENDENT RANDOM V ARIABLES

n . DEPENDS ON THE POPULATION DISTRIBUTION

MEAN OF X (say ug) tends to u if CLT conditions hold
(o)

Vn

SD OF X (say og) tends to ( STANDARD ERROR) if CLT conditions hold

Point Estimates
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THE CLT IS VERY POWERFUL = QUITE LITERALLY

2
o
 IF CLT CONDITIONS HOLD, SAMPLING DISTRIBUTION (OF X) Is N (M; 7)

» POPULATION MEAN CAN BE ESTIMATED USING SAMPLE MEAN (uz), BUT THERE IS SOME 0%

« HOW CONFIDENT ARE YOU ABOUT THE ESTIMATE BASED ON SAMPLES YOU COLLECTED FROM THE POPULATION ¢

* EXAMPLE: WE ARE 95% OF THE TIMES CONFIDENT THAT THE POPULATION MEAN IS BETWEEN

CLT ILLUSTRATES LAW OF LARGE NUMBERS (LLN) l :
Interval Estimate




LONG HISTORY SHORT

o CLT IS JUST A POWERFUL EXTENSION OF LLN.

e LLN: CARDANO (16™ CENT.) > BERNOULLI, DE MOIVRE(18™ CENT.) = POISSON (19™
CENT.) 2 MARKOV, CHEBYSHEV, KOLMOGOROV, BOREL... (LATE 19™ AND 20™ CENT.)

* MONTE CARLO METHODS (1940)

CAREFUL: GAMBLER'S FALLACY

INAPPROPRIATE USE OF LLN/CLT MAY LEAD TO SERIOUS TROUBLE
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e PHYSICS: MEASUREMENT ERRORS, DIFFUSION EQUATION (RECALL: RANDOM WALK)...



« FOR CLT APPLICATIONS:



https://www.openintro.org/book/os/
https://www.investopedia.com/

